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The “Base-Generators” 
 • Haider (1984) (book chapter, on German)  
 • Neeleman (1994) (in Corver & Van Riemsdijk 1994 edited volume on Scrambling) 

• Haider (1995) (book) 
 • Bošković & Takahashi (1998) (LI article) (JFB response 2001) 

• Neeleman & Reinhart (1998) (book chapter) 
• Fanselow (2001) (LI article) 

 • van Gelderen (2003) (Leiden dissertation) 
• Bošković (2004) (LI article) (response to JFB 2001)  (JFB response: 2007) 

 • Titov (2013) (proceedings article and UCL dissertation) 

1) The Unstated Scrambling Typology:  Head-final languages allow Scrambling; head-initial 
language don’t. (see Fukui & Saito 1998) 

 Scrambling languages       Non-scrambling languages 
 Japanese, Korean, Turkish, Hindi, etc  English, French, Italian, etc 
 German, Dutch         Swedish 
A. Neeleman 1994 (“Scrambling as a D-structure Phenomenon”) and Neeleman & Reinhart 1998, 

looking at German and Dutch, were responding to the Saito/Mahajan/Webelhuth work, arguing 
against an adjunction (A’-movement) account of Scrambling: 

I. an adjunction account predicts the possibility of rightward scrambling (which is out) 

2) a. dat Jan op  zondag het boek   leest  (Dutch)     (✓) 
    that Jan on  Sunday the book  reads  
   “that Jan reads the book on Sunday” 

b. dat Jan op  zondag ti leest  [het boek]i       (*Scr to the Rt) 
    that Jan on  Sunday  reads  the book 
   “that Jan reads the book on Sunday” 

II. you can’t scramble resultatives away from what they modify (as vs WH-mvt): 
3)  a. Dat Jan morgen  de  deur  donkergroen verft 
  that Jan tomorrow the door  dark-green  paints   

 b. [Welke kleur]i verftj  Jan de  deur morgen  ti tj ?    (✓WH-mvt) 
   which color  paints  Jan the door tomorrow 
 c. *dat  Jan donkergroen   morgen  de  deur  ti verft    (*Scr) 
   that Jan dark-green   tomorrow the door  paints 

III. you can’t split NPs with Scrambling (as vs Topicalization): 
4)  a. [Bücher]i hat Hans  nicht  [viele  ti ]   (German)     (✓TOP) 
  books   has Hans  not   many  
  “Books, Hans doesn’t have too many”              
 b. *Hans hat  [Bücher]i nicht  [viele  ti ]          (*Scr) 
   Hans  has   books  not   many  

IV. there is no LDS (but why shouldn’t there be?)           (*LDS) 
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V.  A-movement accounts, (for case to SpecAgrO, Mahajan-style), are also not desirable: 
• we expect Relativized Minimality effects (when we derive Obj > Subj or DO > IO) 
• we expect only XPs needing case to scramble. But PP arguments also scramble 
• more generally, we need AgrOs, but we have no evidence for its head.   

Therefore, Neeleman 1994, Neeleman & Reinhart 1998, propose base-generation (with 
“flexible θ-assignment” for right-headed German/Dutch type languages) 

 “In German, the order of θ-roles does not necessarily translate into c-command relations” (p 419) 
• there are rules that link θ-roles to cases (pp. 420-422) 

5) Merge and θ-assignment with an adverb (deriving non-scrambled and scrambled orders): 
(form Neeleman & Reinhart 1998) 

 a. N&R ex (14)  b. N&R ex (15) 

 
     
  

 

 

  

• this accounts for the difference between English vs. Dutch/German through head-direction 
 “A base-generation analysis captures the basic properties of scrambling. The structures are 

derived from the same numeration, and no economy considerations favor one over another in 
this case. As far as the computational system is concerned, both orders are acceptable.”  

“ the analysis explains why scrambling is strictly clause-bound, as observed by Ross (1967). 
This restriction can now be seen as a direct consequence of the locality of θ-role assignment.” 

à Problems:  • Scrambling is not limited to V-final languages 
   • Scrambling is not always clause bound 
  • Scrambling is not only A-movement 

 B. “Early Spell Out” (Van Gelderen 2003) 
6) Properties of languages with Early Spell-Out (VG, pp. 23-25):  

i. Free Constituent Order: all word orders of major constituents are available  
ii. Islands: “every partial structure will be opaque for extraction”  
iii. Ambiguity: The relative order of two quantifiers will always be ambiguous  

à Problems:  • opacity  • selection  • constituency  

C. Titov (2013) is a modern version of VG.  She argues for direct generation of the Russian 
OVS construction: 

“An analysis that sees the Russian OVS as base-generated avoids the locality problem and 
accounts for the surface scope and the position of the subject with respect to the verb.” (p. 40) 

verb combines with both an argument and an adjunct.  
 Obviously, if the verb first combines with an object and then with an adverbial, as in (14), 
the derivation will converge. In line with what has been argued above, one of the verb's Θ-roles 
is saturated when it merges with a DP. The remaining Θ-grid is first copied onto V1, the 
category dominating the object and the verb, and after that to V2, the category dominating the 
adverbial and V1, because adverbials do not affect thematic information. 
 
(14)    V2 [Θi# Θj ...] 
 
   AdvP   V1 [Θi# Θj ...] 
 
     DP   V [Θi Θj ...] 
 
   V1 = {V, {V, DP}} 
   V2 = {V1 {V1, AdvP}} 
 
More controversially, the minimal theory also allows the verb to be combined with an adverbial 
before it merges with the object. Since adverbials are thematically inactive, the Θ-grid of the 
verb is simply copied onto V1 in (15). There is nothing in the theory that makes it impossible 
for V1 to then combine with a DP. After all, the relation between V1 and that DP is formally 
identical to that between a simplex verb and its object: V1 and DP are sisters, as are DP and V 
in (11). Consequently, DP can be used to satisfy one of V1's internal Θ-roles: 
 
(15)    V2 [Θi# Θj ...] 
 
   DP   V1 [Θi Θj ...] 
 
     AdvP   V [Θi Θj ...] 
   V1 = {V, {V, AdvP}} 
   V2 = {V1 {V1, DP}} 
 
Despite its controversial nature, it is hard to find independently motivated restrictions that rule 
out the structure in (15). The traditional sisterhood condition is irrelevant, since V1 and DP are 
in fact sisters. Except for the problem of adjunct intervention in English, the assumption that 
adjuncts cannot be attached to Θ-related nodes (Chomsky 1995:330) does not seem to be 
motivated by any requirements of Θ-theory. It appears that this assumption could be derived 
from the fact that adjunction destroys the local relation between an argument and its predicate. 

verb combines with both an argument and an adjunct.  
 Obviously, if the verb first combines with an object and then with an adverbial, as in (14), 
the derivation will converge. In line with what has been argued above, one of the verb's Θ-roles 
is saturated when it merges with a DP. The remaining Θ-grid is first copied onto V1, the 
category dominating the object and the verb, and after that to V2, the category dominating the 
adverbial and V1, because adverbials do not affect thematic information. 
 
(14)    V2 [Θi# Θj ...] 
 
   AdvP   V1 [Θi# Θj ...] 
 
     DP   V [Θi Θj ...] 
 
   V1 = {V, {V, DP}} 
   V2 = {V1 {V1, AdvP}} 
 
More controversially, the minimal theory also allows the verb to be combined with an adverbial 
before it merges with the object. Since adverbials are thematically inactive, the Θ-grid of the 
verb is simply copied onto V1 in (15). There is nothing in the theory that makes it impossible 
for V1 to then combine with a DP. After all, the relation between V1 and that DP is formally 
identical to that between a simplex verb and its object: V1 and DP are sisters, as are DP and V 
in (11). Consequently, DP can be used to satisfy one of V1's internal Θ-roles: 
 
(15)    V2 [Θi# Θj ...] 
 
   DP   V1 [Θi Θj ...] 
 
     AdvP   V [Θi Θj ...] 
   V1 = {V, {V, AdvP}} 
   V2 = {V1 {V1, DP}} 
 
Despite its controversial nature, it is hard to find independently motivated restrictions that rule 
out the structure in (15). The traditional sisterhood condition is irrelevant, since V1 and DP are 
in fact sisters. Except for the problem of adjunct intervention in English, the assumption that 
adjuncts cannot be attached to Θ-related nodes (Chomsky 1995:330) does not seem to be 
motivated by any requirements of Θ-theory. It appears that this assumption could be derived 
from the fact that adjunction destroys the local relation between an argument and its predicate. 
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7) a picture of SVO and OVS generation by Titov 2013: 

 

IB. Problems with direct Base-generation of OVS (5b) (Titov 2013) 

A.  In OVS, S is predicted to never c-command (into) O:  (… false!) 
8)   a.    Otličniki ljubjat svoix  učitelej        SVO (S binds into O) 

A-students  love  [self’s teachers]ACC 
“A-students love their teachers.” 
 

b.   Svoix  učitelej   ljubjat otličniki       OVS (S binds into O) 
[self’s teachers]ACC love  A-studentsNOM 

     “Their teachers are loved by A-students”  (Slioussar 2011: 2056) 
B.  In OVS, no (traditional) VP constituency is expected   (… false!) 

9)   a.    Saša   [češet   repu]      (✓VP idiom)   SVO   
SashaNOM  scratches turnipACC   
“Sasha is puzzled.” 

b.   Repu   [češet   ___ ] Saša    (✓VP idiom)   OVS  
turnipACC  [scratches ___ ] SashaNOM  
“Sasha is puzzled”  

10)   Gazetu  budet  čitat’ Saša,   a   Maša  ne  budet  [čitat’   gazetu]  
paperACC  aux  read SashaNOM  but Masha neg aux  [read paper] 
“The newspaper Sasha will read but Masha won’t [read the newspaper].” 

D. Bošković & Takahashi (1998):  Base Generation & Lowering 
  "we argue that scrambled elements are base-generated in their surface non-θ-positions and 

undergo obligatory LF movement to the position where they receive θ-roles, which we 
consider to be formal features capable of driving movement." 

• Lowering applies to A’-scrambling. (A-Scrambling is base-generation and in situ θ-
assignment (allowed by V0 àT0 mvt) 

11) B&T Lowering approach: 
 

 

 
•  “θ-roles are weak features in Japanese, whereas they are strong in English.” 
•  “We assume with Saito that the IP-adjoined position can be base-generated in Japanese, but 

not in English.  We leave it open here what this difference could follow from.” 

! 115 

As a result, whenever the external θ-role is assigned before an internal one, a more 

complex structure results.  The added complexity of the marked OVS structure in 

(118b) is particularly visible when compared to the unmarked structure in (118a) 

where the head’s external θ-role is assigned after the discharge of the internal role. 

Unlike the unmarked SVO construction in (118a), (118b) contains an additional copy 

of a θ-role linked to the ordering tier.  

 

118.  a. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

b. 
 

 
 

 

Assuming that θ-role assignment applies under direct domination (Neeleman and van 

de Koot 2002), which in turn forces copying of a θ-role to the first node above an 

argument, the internal θ-role linked to the ordering tier must be copied to the VP-node 

in order to be satisfied by the object NP in (118b) (‘#’ signals satisfaction of a θ-role). 

In (118a), on the other hand, the internal θ-role is dispensed first. The fact that the θ-

role linked to the ordering tier does not have to be copied above the V’-node makes 

the unmarked SVO structure in (118a) more economical than the marked OVS in 

(118b). 

For similar reasons, an unmarked ditransitive structure also has lower 

information content than a marked structure in which IO scrambles across DO. 

Although both objects carry an internal θ-role linked to the ordering tier, the least 

prominent θ-role of the two is assumed to be linked to a more complex object in the 

ordering tier. All else being equal, this θ-role is therefore discharged first. The orders 

of projection of the unmarked SVOIO in (119a) and the scrambled SVIOO in (119b) 

are therefore not equally economical, as can be seen from (120a) and (120b), 

respectively. To be exact, (120b) contains an additional copy of the Goal θ-role that is 

linked to a more complex object in the predicate’s ordering tier. 
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check their θ-role. There is no optional movement, and radical 
reconstruction effects in interpretation follow automatically after 
lowering.  The proposal is schematized in (8): 

                    !!!!!!!!!!John-ga!!!!!!!![Mary-ga!!!!!!!!   !!!!!katta!!!!!!!!to]!!!!!ometteiru
!

sono hon-o e6)

[that!book-Acc]!!!!John-Nom!!!!!Mary-Nom!!!!!!!!!!!!bought!!!!that!!!!!thinks

LF Lowering

(base position)
! -relations "checked" at LF

 
3.1  Against Scrambling as Base-Generation and Lowering 

Despite the theoretical desirability of eliminating the optionality of 
Scrambling in this way, the original BT proposal has been strongly 
challenged  in the literature (see for example Bailyn 2001, Boeckx 
2003, Ko 2005 among many others).  The reader is referred to those 
works for detailed argumentation.  Two major issues, however, 
require some discussion, and are as follows: 

A.  The BT account of Scrambling predicts the absence of surface 
interpretive effects associated with the high (scrambled) position.  
Empirically, this claim appears too strong, as shown in (9-11), where 
we see surface scope effects and anti-reconstruction binding effects 
respectively: 

Russian Surface  Scope Effects (see also Ionin 2001) 

9) a. Kto-to  xočet, čtoby Boris uvidel každogo   mal'čika. 
   Someone wants that  Boris saw  [every  boy] 
   "Someone wants Boris to see every boy." 
   i)  ∃x ∀y  ii)  *∀y ∃x   (??? for some speakers) 

 b. [Každogo mal'čika] kto-to xočet, čtoby Boris  uvidel t. 
   [every  boy]-ACC someone wants that Boris  saw  
   "Every boy, someone wants Boris to see ." 
   i) *∃x ∀y  (?? for some speakers)  ii) ∀y ∃x   

In (9a), we see that Russian quantifiers prefer surface scope 
interpretations, as discussed in Ionin (2001).  When an embedded 
object is scrambled, it acquires surface scope. On theories where 
quantifier scope is determined at LF (the standard assumption), (9b) 
is incompatible with Lowering, since the scrambled element should 
always be interpreted in its low thematic position.  The same problem 
occurs with anti-reconstruction effects shown in (10). 
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•  Lowering is possible if it violates no other principles:   
 a.  Lowering cannot be overt (ruled out by the Proper Binding Condition) 
 b. the lowered element's base (=scrambled) position cannot be LF relevant  
 c. the lowered element cannot be an operator (must bind a variable at LF) 
 d. the lowered element does not leave a trace (or form a chain) at LF 

• B&T thus eliminate optionality! Last Resort requires LF Lowering to check q-features: 
 “We follow Lasnik & Saito (1992) in assuming that movement does not have to leave a trace 

when no principle requires it...  Then, the LF movement deriving [a scrambled sentence] does 
not have to leave a trace, rendering the Proper Binding Condition inapplicable.” (B&T, p. 351) 

12) Advantages of Base-generation and lowering: 
a. eliminates optionality     b. gets us Radical Reconstruction 
c. eliminates A vs A’-distinction   d. allows for multiple Scrambling  
e. accounts for lack of adjunct Scrambling (they show Japanese adjunct LDS is degraded) 

13) unacceptable Japanese adjunct scrambling: (from B&T) 
 
 
 

14) Predictions made by B&T: 
 1. There should be no constraints on the configurational relationship between the surface and θ-

positions of scrambled elements. 
 2. Only elements with θ-roles should participate in scrambling. 
 3. Reconstruction never occurs w (English) TOP, WH-mvt 
 4. Reconstruction effects hold for A’-Scrambling always 
 5. There should be no interpretive effects associated with surface (scrambled) position.  

Prediction #2:   (Non-arguments never are dislocated) 

15) a.   Ja  xoču, čtoby oni  bystro  dopisali kursovye  (Russian) 
  I want that  they quickly  wrote  papers 
  "I want them to write their papers quickly." 

 b. Ja  bystro  xoču, čtoby oni  t dopisali kursovye 
  I quickly  want that  they  write  papers 
  "I want them to write their papers quickly." 

Prediction #3:   (Reconstruction effects never hold for (English) Topicalization, WH-mvt)  
     (see Huang (1993), Heycock (1995) and references therein) 
16)  [That picture of himselfi]2, I know Johni likes t2.     (good if reconstructs: Condition A) 
17) ??[That story about himi]2, I think Johni heard t2.        (out if reconstructs: Condition B) 
18)  *[That story about Johni]2, I think hei heard t2.         (out if reconstructs: Condition C) 

Prediction #4/5:  (Reconstruction effects hold for Scrambling always; no interpretive effects) 
• Anti-reconstruction: (Heycock (1995), Huang (1993)) 
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19) a.   On   [sluxi  o  Mariii]j xočet,   čtoby onai uslyala tj 
  he-Top  [rumors about Maryi]  wants  that  shei hear 
  "He wants heri to hear rumors about Maryi." 
 b. [...nekotorye  voprosy   Gorui]j ja xoču, čtoby oni srazu  zabyl  tj 
  some   questions Gore-Dat I want that  he  immediately forget  
  "I want himi to immediately forget some questions to Gorei." 

20) *On  [dovol'nymi rabotoj  Mariii]j sčitaet  eei  tj davno  
   he-Top satisfied-pl  w.work Mary-Gen considers her   long since 
   "He has considered heri satisfied with Mary'si work long since." 

"fronted phrases that can only be interpreted non-referentially..., in contrast to other fronted 
phrases, behave with respect to Condition C as though occupying their D-structure positions.  
Predicates... are a subset of the non-referential expressions." (Heycock (1995), p. 568) 

Prediction #1  (no constraints)  Recall Handout 1 (Saito and PBC) (See also Bailyn 2001) 
21) a.  John-ga [Mary-ga  sono  hon-o  yondo to   ]  itta  ] (koto)  (Japanese) 
    John-Nom Mary-Nom  that  book-Acc read COMP  said (fact) 
  “John said that Mary read that book.” 
  b. *[Mary-ga __1 yondo to ]2   sono hon-o1  [ John-ga  [ ___ 2  ] itta  ] (koto) 
    Mary-Nom  read COMP  that  book-Acc   John-Nom    said (fact) 
  “John said that Mary read that book.” 

"We ignore here the Coordinate Structure Constraint, the Left Branch Condition, and the 
Specificity Condition, since it is not at all clear that these are movement constraints."( p. 358) 

also see appendix on PBC… 

Bošković 2004   “In this reply, I show that Russian examples that Bailyn (2001) uses to argue 
against Bošković and Takahashi’s (1998) analysis of scrambling are irrelevant to the analysis because 
they in fact do not involve scrambling. (Bošković 2004, p. 613) 
“A factor that interferes with Bailyn’s conclusions regarding Russian scrambling … is that the language 
uncontroversially has topicalization as well as focalization, a fact that Bailyn disregards.” (p. 618) 

“This interpretation is particularly natural in light of the fact that the undoing property, … is taken in a 
number of works, including BT 1998 …, to be the defining and most interesting property of Japanese-style 
scrambling (JSS).” (Bošković 2004, p. 618) 

à But some cases DO escape WH-islands, and for Bošković those ARE JSS even in Russian: 

22) a. *Kto   ty  videl   [kogda   [ ___ pod’jezžal ] ] ?     (*WH) 
  WhoNOM you  saw   when    ___ came  
  “Who did you see when (he) was arriving?” (M&S p. 467)  

 b.  Ty      [ doktor    [ videl  [ kogda    [ ___  pod’jezžal] ] ] ] ?    (√ Scr) 
  you   doctorNOM  saw     when      ___  was arriving  
  “Did you see when the doctor was arriving?” (M&S p. 468)  

• (22) is JSS in Russian according to Bošković.  (they escape islands, the other defining 
property) (Top and Foc would not have this effect, as “real” movement) 
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Bailyn (2007):  Russian JSS sentences should show low scope (like Japanese scrambling cases): 

 

“In (20), an embedded quantifier escapes a WH-island, but has surface scope. If the undoing 
property is the diagnostic, then (20) must be overt movement. If escaping islands is the 
diagnostic, then (20) must be non-movement (JSS). B’s account has achieved a paradox.  (Bailyn 
2007: p 12) 
 
*********************** 

Appendix on BT answer to constriants evidence: 

ON PBC: 

 

“However, Saito (1989, 1992), who proposed the PBC analysis of (i), points out that under this analysis it 
is crucial to apply the PBC at S-Structure, since after scrambling is undone in LF, (i) no longer violates it. 
The PBC analysis is therefore incompatible with the Minimalist Program, which has no place for S-
Structure conditions. Furthermore, assuming that the PBC applies at S-Structure is empirically untenable 
owing to well-known counterexamples like remnant topicalization in German…. I conclude therefore that 
the PBC analysis of (i) is untenable both theoretically and empirically. (Bošković 2004, p. 617) 

 Constraints: (CSC, adjunct islands, etc) 

“BT focus on RM islands, which can be considered well understood in the current framework, and 
stay away from islands that because of their ill-understood nature cannot be used to tease apart the 
overt movement analysis and BT’s analysis of scrambling. Consider, for example, the Adjunct 
Condition (AC). In the current framework, it is not at all clear what is responsible for the descriptive 
generalization that crossing an adjunct boundary results in degradation. Note that under both the overt 
movement analysis and BT’s analysis, scrambling ‘‘out of’’ adjuncts involves movement crossing an 
adjunct boundary: under the former analysis, the crossing takes place during raising, and under the 
latter analysis, during lowering. To determine whether or not this should make a difference, we need 
to understand the nature of the AC better. If the very act of crossing an adjunct boundary is what leads 
to degradation, then we might expect to get AC effects with scrambling under both analyses. (p. 620) 
  

 

 

One more aspect of B’s account requires discussion.  B shows that 
not all instances of Russian word order variation involve Topic/Focus 
movement.  Japanese-style Scrambling (JSS) also occurs in Russian.  
This is important for B because JSS is able to escape WH-islands. 
Russian shows such effects as well, so these must be instances of 
Topic/Focus movement, which obeys islands.  B’s own account thus 
requires that sentences such as (18) be derived by JSS (Base-
generation and Lowering), as vs. (19), which shows the effects of a 
WH-island violation (Müller & Sternefeld 1993): 

18)  Ty  doktori   videl kogda [IP t
i
 pod"ezžal ] ?  

  you  doctor-NOM  saw  when   came 
  "The doctor did you see when (he) came?"  

19) *Ktoi   ty videl kogda [IP t
i
 pod"ezžal ?]  (WH-island) 

   who you saw when  came 
 *"Who did you see when came?"  (Müller & Sternefeld 1993) 

But the distinction may not be one of base-generation vs. movement.  
For if (18) is Japanese style-scrambling, as its acceptability indicates, 
then B’s account immediately predicts Japanese-style low quantifier 
scope in such constructions, since the undoing property always 
characterizes JSS.  This prediction is not borne out, as shown in (20): 

20)  Ty  každuju devuškui  videl kogda   
  you  [every  girl]-Acc saw  when    

      [  kakoj-to  mal'čik  celoval   t
i 
]?    

     some   boy-Nom kissed 
  "Did you see when some boy kissed every girl?" 
i) *∃x ∀y  ii) ∀y ∃x 

In (20), an embedded quantifier escapes a WH-island, but has surface 
scope. If the undoing property is the diagnostic, then (20) must be 
overt movement.   If escaping islands is the diagnostic, then (20) 
must be non-movement (JSS).  B’s account has achieved a paradox. 
 To sum up thus far:  the claim that Russian free word order is 
(usually) driven by movement whereas Japanese variations are not 
encounters significant problems. Despite the proposed distinction,  
both languages obey locality in Scrambling and show high 
interpretive effects.  Both are discourse related. Both languages use 
surface word order to encode discourse relations, and the Scrambling 
mechanism, constrained in its operation just as other movement 

R E M A R K S A N D R E P L I E S 617

movement analysis given by BT, briefly mentioned above, as well as BT’s discussion of several
issues that he raises as potential problems for their analysis.3

Returning to the data presented so far, it appears that the Japanese paradigm favors the LF
movement analysis and the Russian paradigm favors the overt movement analysis. In other words,
the full paradigm cannot tease the two approaches apart. In fact, it seems to me that the contribution
of Bailyn’s article lies not in teasing apart different theories of scrambling, but in claiming that
Russian scrambling is in some fundamental respects quite different from Japanese scrambling, a
claim that casts doubt on the possibility of a uniform analysis of Japanese and Russian scrambling.

A word of caution is in order regarding the term scrambling, one of the most abused items
in the linguistic vocabulary. In the current literature, the term is often used for expository conve-

3 Bailyn does discuss extraction out of scrambled elements, but does not discuss the problem that BT show such
extraction raises regarding general conditions on extraction.

In this respect, it is worth noting that BT only discuss cases in which a scrambled phrase follows the element
extracted/scrambled out of it, not cases like (i), where a scrambled phrase precedes a phrase that scrambles out of it,
which Bailyn claims raise a problem for their analysis.

(i) *[IP[CP Mary-ga ei katta to]j [IP sono hon-oi [IP John-ga ej itta]]] (koto).
Mary-NOM bought that that book-ACC John-NOM said fact

‘Lit.: That Mary bought, that book, John said.’

Bailyn argues that (i) can be accounted for under the overt movement analysis, given the Proper Binding Condition
(PBC). (ei violates the PBC.) However, Saito (1989, 1992), who proposed the PBC analysis of (i), points out that under
this analysis it is crucial to apply the PBC at S-Structure, since after scrambling is undone in LF, (i) no longer violates
it. The PBC analysis is therefore incompatible with the Minimalist Program, which has no place for S-Structure conditions.
Furthermore, assuming that the PBC applies at S-Structure is empirically untenable owing to well-known counterexamples
like remnant topicalization in German.

(ii) [CP[VP ti Gelesen]j [C′ hat das Buchi keiner tj]].
read has the book no-one

‘Read the book, no one has.’

I conclude therefore that the PBC analysis of (i) is untenable both theoretically and empirically. (There are also accounts
of (i), such as that proposed by Kitahara (1994, 1997) (see also Sauerland 1999, Müller 1998), that assume that scrambling
involves feature checking. The assumption, however, faces very serious problems, discussed in Fukui 1993, Saito and
Fukui 1998, and Saito 2000 (see also above for arguments against the focus movement instantiation of the feature-checking
analysis).)

It is worth noting that in an early draft, BT gave an account of (i) based on Barss’s (1986) claim that sideward
movement is disallowed (i.e., the assumption that there must be a c-command relation between positions associated by
movement regardless of whether we are dealing with raising or lowering), motivated by the unavailability of narrow
scope for someone in How likely to be sick is someone? (someone would have to move sideward when undergoing
quantifier lowering to get inside the scope of likely) and the assumption that the cycle applies in both overt syntax and
LF (for arguments to this effect, see Bures 1992, Branigan and Collins 1993, Jonas and Bobaljik 1993, Watanabe 1995).
Under BT’s analysis, (i) is base-generated without traces as it is. The scrambled NP and the clause must move to their
!-positions in LF. The scrambled NP cannot be moved into the scrambled clause since this would involve sideward
movement. Rather, first the clause must move to its !-position, and then the scrambled NP can move to its !-position
within the clause. This derivation, however, violates the cycle since the domain of the first operation properly contains
that of the second.

BT also point out that this analysis accounts for (ii), a serious problem for the PBC analysis. The difference between
(i) and (ii) is that the higher fronted constituent in German is not scrambled (i.e., base-generated in its S-Structure position).
Rather, it undergoes overt movement to Spec,CP, leaving behind a copy. BT suggest that in LF the scrambled phrase
das Buch ‘the book’ moves to its !-position within the copy. The cycle violation that occurred in (i) then does not arise
in (ii). (However, see section 3, where the assumption that German has scrambling is questioned. If das Buch undergoes
real overt movement (rather than scrambling) in (ii), we need to assume either that the PBC does not hold at all or that
it can be satisfied during the derivation, both of which invalidate the PBC account of (i).)
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